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FruitNeRF++: A Generalized Multi-Fruit Counting Method Utilizing
Contrastive Learning and Neural Radiance Fields

Lukas Meyer, Andrei-Timotei Ardelean, Tim Weyrich, and Marc Stamminger

Fig. 1: Rendering of RGB, semantic and instance images. For visualization of the results visit the project page: meyerls.github.io/fruit_nerfpp.

Abstract— We introduce FruitNeRF++, a novel fruit-counting
approach that combines contrastive learning with neural radi-
ance fields to count fruits from unstructured input photographs
of orchards. Our work is based on FruitNeRF [6], which employs
a neural semantic field combined with a fruit-specific clustering
approach. The requirement for adaptation for each fruit type
limits the applicability of the method, and makes it difficult to use
in practice. To lift this limitation, we design a shape-agnostic
multi-fruit counting framework, that complements the RGB
and semantic data with instance masks predicted by a vision
foundation model. The masks are used to encode the identity
of each fruit as instance embeddings into a neural instance
field. By volumetrically sampling the neural fields, we extract a
point cloud embedded with the instance features, which can be
clustered in a fruit-agnostic manner to obtain the fruit count.
We evaluate our approach using a synthetic dataset containing
apples, plums, lemons, pears, peaches, and mangoes, as well as
a real-world benchmark apple dataset. Our results demonstrate
that FruitNeRF++ is easier to control and compares favorably
to other state-of-the-art methods.

I. Introduction
Counting fruits and estimating yield is a valuable tool for

effective harvest and post-harvest management [1]. These
tasks include planning the harvest workforce, packaging and
wrapping, as well as storage and processing. A versatile multi-
fruit counting framework is essential to ensure applicability
across different types of orchards. Most existing frameworks
are optimized for specific fruit types [2], [3], [4], [5], leaving
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a gap in solutions that can handle diverse fruit varieties. To
address this, we introduce a multi-fruit counting framework
that unifies the detection process using a visual foundation
model and generalizes object counting to accommodate
varying shapes and appearances.

FruitNeRF [6] introduced a fruit-counting framework
composed of two stages: one that is fruit-agnostic, and one
that is fruit-specific. The generic component leverages a neural
semantic field to integrate RGB and semantic modalities in a
3D space. The second component generates a semantic point
cloud from the NeRF, focused exclusively on fruit data, and
applies a cascaded clustering technique to accurately count
the fruits. However, the cascaded point clustering method
employed by FruitNeRF presents a key limitation: it relies
on fruit-specific shape priors, restricting its applicability to
generalized multi-fruit counting. To address this limitation,
we propose FruitNeRF++, overcoming this issue by encoding
instance-level information into a neural instance field using
contrastive learning. This allows us to extract an instance-
embedded point cloud from the neural field, which can be
clustered in a shape-agnostic manner. Preliminary experiments
demonstrate that this approach extends beyond fruit counting
and is even applicable to more general object types.

The main contributions of our work are:
• We propose a novel multi-fruit, counting method that is

shape-agnostic, by employing a neural instance field.
• We extend a multi fruit dataset1 [6] with instance masks.
• We release the code of FruitNeRF++2 upon acceptance.

II. Related Work
A. Fruit Counting

With the rise of computer vision in agriculture, fruit
counting in various orchard environments has garnered

1Project website: meyerls.github.io/fruit_nerfpp
2FruitNeRF++ code: github.com/meyerls/FruitNeRFpp

https://meyerls.github.io/fruit_nerfpp
https://meyerls.github.io/fruit_nerfpp
https://github.com/meyerls/FruitNeRFpp
https://arxiv.org/abs/2505.19863v1


attention across multiple disciplines, including precision
agriculture. Most research focuses on fruit types such as
sweet peppers [7], strawberries [8], [9], apples [5], [3], [2],
[11] and mangoes [4].

Liu et al. [4] propose a fruit counting system that processes
image sequences. During the detection phase, a convolutional
neural network is used to detect mangoes. In the tracking
phase, a Kalman Filter, paired with an optical flow tracker, is
applied to track individual fruits over time. The final count
is achieved by triangulating the tracked fruit instances and
localizing them in 3D space. Häni et al. [5] utilize a U-Net
architecture [10] to predict segmentation masks for apples.
These masks are projected into 3D to form a semantic point
cloud. The fruit count is then obtained by clustering the
point cloud and projecting the resulting clusters back onto
the image plane. Similarly to Häni et al. [5] the approach
of Gené-Mola et al. [2] uses instance segmentation masks.
By clustering the semantic point cloud and projecting it back
onto the image plane, they assign each 3D cluster a fruit id
through overlap with the instance masks. FruitNeRF [6] is
the first approach to work on different fruit types leveraging
neural radiance fields and visual foundation models. By lifting
the RGB and semantic images to 3D, a semantic point cloud
is extracted. Clustering the semantic point cloud combined
with fruit-specific templates leads to a fruit count.

B. Contrastive Learning
One of the prominent approaches for self-supervised

learning of representations and dimensionality reduction is to
employ a constrastive objective [12]. The essence of this class
of methods is to use positive (similar) and negative (dissimilar)
pairs of items as supervision. In general, these are significantly
easier to obtain compared to exhaustive labels, and can
sometimes be derived from simple priors, such as image
augmentations when learning visual representations [13].
Thanks to the versatility of the concept, contrastive learning
has been used in various contexts such as: unsupervised image
classification [13], semantic segmentation [14], anomaly
detection [15], anomaly clustering [16], or learning audio
representations [17]. The various methods adopt different
contrastive loss functions; some of the most common include
the hard margin contrastive loss [12], triplet loss [18],
ArcFace [19], and NT-Xent [20].

Our method adapts the InfoNCE loss [21] to leverage
multiple positive and negative pairs, which are mined from 2D
instance segmentation masks. The contrastive objective guides
the training of our neural instance field through volumetric
rendering, yielding a 3D-consistent instance field. Most related
to our work is the use of contrastive learning for optimizing a
3D representation [22], discussed in the following subsection.

C. Neural Panoptic Fields
Since the introduction of neural radiance fields

(NeRFs) [23] numerous advances have been made mainly
focusing on the improvement of quality [25], inference [26],
[27] and training time [28], [29]. Additionally NeRFs have
been extended by both a semantic [30] and instance [31]

field component. SemanticNeRF [30] extends the default
architecture by a semantic field to jointly optimize for
semantics with rgb and density. Thus, they obtain a multi-
view-consistent rendering of the assigned semantic classes.
InstanceNeRF [31] uses instance masks that are already view-
consistent; this enables the instance id of every object to be
learned directly through an underlying instance field.

Panoptic Lifting [32] and Contrastive Lift [22] address
a similar problem to ours, in that the methods seek to
reconstruct a 3D panoptic/instance field from 2D masks. In
Panoptic Lifting, the predicted 2D instances are not 3D-
consistent; to solve this inconsistency, the method computes
injective mappings from 2D instances to 3D surrogate
identifiers by solving linear assignment problems. However,
the mappings have to be computed repeatedly, imposing a
large computational cost. Contrastive Lift avoids an explicit
mapping by employing a constrastive objective to learn a field
of instance embeddings. Here, the authors render the feature
embeddings and utilize the 2D instance masks to coalesce
similar and penalize dissimilar features. To improve the
robustness of the method, the authors introduce an additional
concentration loss and use a slow teacher for training the
instance field. We also use contrastive learning to optimize a
field of instance embeddings; however, we use a different loss
function that avoids the overhead of maintaining two different
(teacher and student) networks. Moreover, our approach is
tailored for small objects, which are generally difficult to
model. This is done by adjusting the pixel sampling (Sec.
IV-C.3) to focus on the pairs that are hard to distinguish.

III. Preliminaries
As our method builds on FruitNeRF [6], we summarize

here the relevant components. FruitNeRF consists of a 3D
representation that models the geometry and semantics, and an
elaborate clustering algorithm that identifies individual fruits.
To represent the geometry, a NeRF [23] is used, which is a
neural representation that implicitly encodes a scene through
a continuous function F . Given a set of images and their
camera parameters, a neural network is optimized to learn
geometric and appearance properties of the scene. This is
achieved by optimizing a density field F𝜎: x → 𝜎 that maps
a spatial coordinate x ∈ R3 to a volume density 𝜎. To obtain
the RGB radiance c, the appearance field F𝑐 : (x,d) → c
takes the position x and view direction d as input. The
composed color of a pixel is determined by marching along a
camera ray r(𝑡) = o + 𝑡d that originates in the camera center
o. The estimated color Ĉ is obtained through volumetric
rendering by querying F in 𝐾 points along the ray r and
accumulating the color values based on the density:

Ĉ (r) =
𝐾∑︁
𝑘=1

𝑇 (𝑡𝑘)𝛼(𝜎(𝑡𝑘)𝛿𝑘)c(𝑡𝑘),

where 𝑇 (𝑡𝑘) = exp

(
−
𝑘−1∑︁
𝑎=1

𝜎(𝑡𝑎)𝛿𝑎

)
.

(1)

Here 𝛿𝑘 = 𝑡𝑘+1 − 𝑡𝑘 defines the distance between two adjacent
points and the transmittance probability is given by 𝛼(𝑥) =



Fig. 2: Pipeline of FruitNeRF++. For the images we recover both intrinsic and extrinsic camera parameters. We then extract semantic and
instance masks for arbitrary fruit types using SAM [39] and Detic [41]. The data are used to train a neural radiance field with an neural
appearance, semantic (fruit) and instance field. By clustering the combination of a fruit and instance point cloud we obtain a precise fruit
count.

1 − exp(−𝑥). An illustrative RGB rendering of a fruit tree is
visualized in Fig. 1 on the left.

Additionally, FruitNeRF [6] extends the NeRF approach by
a neural semantic field [30] to lift 2D semantic information
into 3D. Along with the color, a semantic field F𝑠: x → 𝑠 ∈ R
is introduced, which maps a spatial coordinate to a semantic
value. The estimation of the semantic Ŝ for a given pixel
is computed similarly to Ĉ (r), but instead of colors c(𝑡𝑘),
semantics s(𝑡𝑘) are accumulated according to

Ŝ (r) =
𝐾∑︁
𝑘=1

𝑇 (𝑡𝑘)𝛼(𝜎(𝑡𝑘)𝛿𝑘)𝑠(𝑡𝑘) . (2)

The semantics rendering is depicted in Fig. 1 in the middle. By
volumetric sampling of the implicit neural fields a point cloud
is obtained that contains semantic points with a high density.
Such semantic point cloud is referred to as a fruit point
cloud. Afterwards, a cascaded clustering approach is applied
in FruitNeRF, isolating each fruit to obtain a fruit count.
FruitNeRF uses a fruit-specific template matching approach
to subdivide clusters. The limitation of the clustering approach
is that it needs fruit-templates for different type of fruit and
varying template sizes for different grow stages.

To avoid this need for fruit-specific templates, we introduce
with FruitNeRF++ the concept of neural instance fields to
not only learn semantics but also an instance identifier for
each fruit in the scene. This allows us to combine semantic
and instance information in the clustering stage and forego
the template matching.

IV. FruitNeRF++
In this chapter we introduce the individual components of

the FruitNeRF++ pipeline, which is visualized in Fig. 2.

A. Data Preparation
Both our synthetic and real-world datasets consist of sets

of unordered RGB images. The synthetic dataset incorporates
the models from FruitNeRF, consisting of different fruit trees
[33]: apple, plum, lemon, pear, peach, and mango. For each

tree model, we render 300 images from the upper hemisphere
and extract the extrinsic and intrinsic camera parameters using
the BlenderNeRF plugin [34]. In addition to rendering color
and semantic images, we extend the dataset by additionally
rendering the ground-truth instance masks of the fruits. A
visualization of the dataset is shown on the project website.

The FUJI [35] dataset consists of 582 images taken from
12 trees at a commercial apple orchard. To recover the camera
poses, we applied COLMAP [36] to each side and manually
registered both sides. The semantic and instance masks were
generated using the visual foundation models Grounded-SAM
[37], [38], [39] and Detic [41]. All images for training were
downsampled to a resolution of 1296 px × 864 px.

B. Fruit Segmentation
To achieve a unified fruit counting approach we utilize

Grounded-SAM [37] and Detic [41] to predict precise instance
segmentation masks without training a custom model. Both
foundation models have the capability to generalize well to
different types of fruit without the need for fine-tuning.

Grounded-SAM uses the name of each fruit as a text prompt,
except for the fruit mango and plum, where we added apple
to the prompt due to poor masks with mango or plum only.
Grounded-SAM [37] combines the open-set object detector
Grounding DINO [38] with the open-world segmentation
model SAM [39]. For SAM [39] we use the weights of SAM-
HQ [40].

Grounding DINO generates precise bounding boxes for
each image by leveraging textual information as an input
condition. These bounding boxes are then used by SAM as
box prompts to predict accurate instance masks.

As Detic [41] can detect every class available in the
vocabulary collection LVIS (Large Vocabulary Instance Seg-
mentation) [42] Detic [41] combines both the identification of
bounding boxes and the assignment of categories to objects.
For Detic we choose the default network configuration and
selected LVIS (Large Vocabulary Instance Segmentation)
[42] as a vocabulary collection. For each detected bounding



TABLE I: Segmentation evaluation of Grounded-SAM [37] and
Detic [41] on synthetic data using Intersection over Union (IoU).
For Grounded-SAM we used each fruit as a text prompt. For Detic
we took an array of multiple fruit classes present in the LVIS [42]
Vocabulary and applied it to all fruit images. Listed tags: apple,
apricot orange_(fruit), peach, persimmon,
mandarin_orange, pear, banana, mango, lemon,
pumpkin, plum, grape, cherry, blackberry,
fig_(fruit), blueberry, pinecone, raspberry,
date_(fruit), almond, lime, clementine. The best
performing segmentation model is highlighted in green.

IoU (↑) Grounded-SAM Prompt Detic Classes
apple 0.659 apple 0.632

see
caption

pear 0.519 pear 0.468
plum 0.382 plum, apple 0.144
lemon 0.556 lemon 0.514
peach 0.662 peach 0.654
mango 0.588 mango, apple 0.528

box, Detic computes a CLIP [43] embedding vector and
uses it to estimate a corresponding text label. By leveraging
CLIP embeddings, Detic can predict object categories without
having seen them during training. we select every fruit-related
classes available in LVIS and filter the predictions in a post-
processing step.

On average the masks predicted of Grounded-SAM and
Detic over all synthetic data have an intersection over Union
(IoU) of 0.561 and 0.49, respectively. A detailed overview for
different fruits is listed in Tab. I. However, both approaches
face the issue that when a fruit is partially occluded by an
obstacle, such as a leaf or branch, it may be detected as
two separate instances. This leads to the feature space of a
fruit being partially separated and incorrectly counted as two
separate instances in the clustering phase.

C. Neural Instance Field

In this section we describe the key components of Fruit-
NeRF++: the neural instance field (Sec. IV-C.1), the proposed
contrastive loss function (Sec. IV-C.2), the pixel sampler
strategy (Sec. IV-C.3), and the training process (IV-C.4).

1) Instance Rendering: Similarly to Contrastive Lift [22],
the aim of the instance field is to lift view-inconsistent 2D
instance masks to 3D. Therefore, we optimize the 3D instance
embeddings through contrastive learning using 2D instance
masks predicted by a foundation visual model. Our approach
makes important modifications targeted to fruit-counting, by
improving the separation of small objects, which is described
in the next section.

The instance field F𝑖: x → i maps 3D coordinates x to
feature embeddings i ∈ R𝐷 . The goal of the instance field is to
map points that belong to the same fruit to similar embeddings,
while keeping embeddings from different fruits separated.
Thus the instance embedding acts as a fruit identifier. The
rendering of the instance field uses the same approach as
Bhalgat et al. [22]:

Î (r) =
𝐾∑︁
𝑘=1

𝑇 (𝑡𝑘)𝛼(𝜎(𝑡𝑘)𝛿𝑘)i(𝑡𝑘) . (3)

An instance rendering after clustering (see more regarding
our clustering approach in Sec. IV-E) is visualized in Fig. 1
on the right.

2) Contrastive Loss Function: We extend the base network
by a semantic (also referred as Fruit) and instance field. An
overview of the FruitNeRF++ architecture is schematically
illustrated in Fig. 3. For training the density and appearance
field we use the original photometric loss proposed by
Mildenhall et al. [23]. It computes the loss between the
ground truth pixel’s RGB value C (r) and the predicted color
value Ĉ (r) along each ray r as

LPhoto =
1
|R |

∑︁
r∈R

| |C (r) − Ĉ (r) | |22 . (4)

Here R is defined as the set of all rays. For optimizing the
semantic field, the loss has to distinguish between the two
classes: background and fruit pixels. Therefore, we employ a
binary cross entropy loss:

LSem=
1
|R |

∑︁
r∈R

𝑝(r) log 𝑝(r)+ (1−𝑝(r)) log(1−𝑝(r)). (5)

To train the instance field, we adapt the InfoNCE loss from
MoCo [24]:

L𝑞 = − log
exp(⟨q, q+⟩/𝜏)∑

q−∈𝑄 exp(⟨q, q−⟩/𝜏) + exp(⟨q, q+⟩/𝜏)
, (6)

where 𝜏 represents the temperature of the softmax, q+
represents a positive pair with q, and the denominator sums
over all negative samples (q−) and one positive sample, q+.

In contrast, we have readily available multiple positive
pairs for each sampled pixel, i.e., all pixels belonging to
the same 2D instance. We find that a naive implementation,
where each pair of pixels in one fruit is contrasted against

Fig. 3: Overview of the FruitNeRF++ architecture, split up into
four different components: density field, appearance field, fruit field,
and instance field. The density field encodes the volume density 𝜎,
the appearance field the color RGB, the Fruit Field the semantic
information about the fruit in space, and the instance field a feature
vector i encoding information about the instance group of a point in
space. The dashed arrow indicates the flow direction of the gradient.
For training the different fields we employed a cascaded training
scheme. First we train the density and RGB alone, followed by
activating the semantic Fruit Field. Lastly, we freeze all three neural
fields and train only the instance field. The figure is adapted from
Özer et al. [44]. The colors of the dashed arrows correspond to their
individual loss function in Eq. 8



all pixels from all other fruits, is suboptimal. Instead, we
compute a fruit-prototype feature vector F𝑎, as the average
of the features selected for that fruit: F𝑎 = 1

𝑃

∑
P(𝑥 𝑗 )=𝑎 i(𝑥 𝑗 ),

where P(x) is the fruit to which a point x belongs. For each
pixel, we treat the fruit-prototype feature as the positive pair,
and the prototypes of all other fruits as negative pairs. Thus,
our contrastive loss is:

Lcontr = −
𝐺×𝐿×𝑃∑︁
𝑗=1

log
exp(⟨i(𝑥 𝑗 ), 𝐹P(𝑥 𝑗 )⟩/𝜏)∑𝐺×(𝐿+1)
𝑎=1 exp(⟨i(𝑥 𝑗 ), 𝐹𝑎⟩/𝜏)

. (7)

where 𝐺, 𝐿, and 𝑃 represent the number of groups, the
number of fruits per group, and the number of pixels per
fruit respectively; sampled as discussed in IV-C.3. The final
training loss is finally given by:

L = LPhoto + 𝜆SemLSem + 𝜆contrLcontr . (8)

The weighting factors 𝜆Sem and 𝜆contr are set to 1, and we
prevent both gradients to propagate trough the density field.

3) Pixel Sampling Strategies: We observe that the uniform
pixel sampling, customarily employed when training radiance
fields, is inefficient in providing the training signal for
the instance fields. That is because the large number of
background pixels overshadows the small gradient updates
needed to distinguish between different fruits. Therefore, we
design specific pixel samplers for training different fields,
tailoring the optimization process for the fruit-centric tasks.

The purpose of the RGB and semantics pixel sampler is
to provide uniform coverage of all data to train the density,
appearance (RGB) and semantic fields. Therefore, we keep
here the default method used in Nerfstudio [45], which
uniformly samples pixels across all available images.

The training of the instance field in FruitNeRF++ is
performed on a per-image basis, as the contrastive learning
approach requires positive and negative pairs, which are only
available within each image. The task of the instance pixel
sampler is to form the pixel pairs for training, as visualized
in Fig. 4. To obtain positive pairs, we use the 2D instance
mask to select multiple points from a single fruit, which are
optimized to have similar instance embeddings. By repeating
the process above, we obtain groups of positive pairs. In
turn, by matching pixels from different groups we obtain
negative pairs which are optimized to be distinct through our
contrastive loss (Eq. 7). Since it is harder to separate fruits
that are (spatially) closer, we improve the training signal for
such cases by mining local negatives (hard pairs). To obtain
these pairs, for each fruit we select 𝐿 − 1 nearest neighbours
(in terms of distance between the 2D instance masks), and
then sample 𝑃 pixels per fruit. We generate 𝐺 such groups of
fruits, which provide hard (local) negatives (Fig. 4, right) and
use all pairs formed from different groups as global negatives
(Fig. 4 on the left).

4) Cascaded Training: The training of the semantic and
instance fields is unstable if the representation of density in
the neural field is poor. Therefore, we use a cascaded training
method, by optimizing at first only the density and appearance
fields. Then, the semantic field is added and trained jointly.

(a) Concept of Global and
Local Negatives

(b) Illustration of
Group Pixel Sampling

Fig. 4: In Fig. (a) we visualize the concept of local and global
negatives. Local negatives are a collection of multiple fruits in near
vicinity (see Sec. IV-C.3). By selecting these hard negatives, we
enforce the features of neighbouring fruits to be distinct, facilitating
their separation during the clustering stage. Global (weak) negatives
are then used to separate distant fruits. Fig (b) visualizes both
pixel sampling and local negatives in detail. The pixels from the
orange center are denoted as positive and all others as negative. By
computing the contrastive loss function between every pixel’s feature
vector and the mean feature vector, we attract positive (yellow pixels)
and repulse negative features (pink pixels).

Finally, we freeze the appearance and semantic fields and
train only the instance field; the other parts of the network
are frozen, as the instance pixel sampler may otherwise cause
catastrophic forgetting.

D. Point Cloud Export
FruitNeRF++ gathers information about density, semantics,

and instance segmentation within its different neural radiance
fields. To export a point cloud after training, we effectively
sample each field in the pipeline by uniformly sampling the
space of our scene. This volumetric sampling is achieved
by querying the network with every spatial point to extract
relevant information.

The density field provides precise details about a point’s
geometric significance, the appearance field captures its color
composition, the fruit field indicates the presence of a fruit,
and the instance field reveals the implicit affiliation to a
specific fruit id. Since the density field contains information
about the physical properties of the tree, and the semantic
field identifies whether a point belongs to a fruit, we can
combine both point clouds to obtain a fruit point cloud.

The instance point cloud, derived from sampling the
instance field, includes a 𝐷-dimensional feature vector for
each point, encoding the fruit instance. By combining the
fruit point cloud with the instance point cloud, we create a
point cloud that represents only the fruits, along with their
corresponding 𝐷-dimensional feature vectors.

E. Fruit Counting via Multi-Modal Clustering
Our fruit-counting approach is radically different from

the clustering concept used in FruitNeRF [6]. There, a
cascaded clustering procedure is employed by separating
first conglomerates of fruits from single fruits. Then, the
conglomerates of fruits are subdivided and counted using



TABLE II: Fruit counting results on different fruit types with different models. The synthetic data have an image size of 1024 px ×
1024 px and contain of 300 frames. Masks generated by Grounded-SAM [37] have the corresponding fruit type as input. Only for plum
we set the text prompt to ‘apple‘ & ‘plum‘ and for mangoes to ‘apple‘. As Detic [41] classifies every object in the image, we select all
available fruit classes. The results refer to counting result and are obtained if the center of a fruit is close to the GT center. The best
performing methods on each fruit is highlighted in green. ∗: results are taken from FruitNeRF [6].

FruitNeRF FruitNeRF++
GT Mask GT Mask

Fruit Type Count∗ Precision∗ (↑) Recall∗ (↑) F1-Score∗ (↑) Count Precision (↑) Recall (↑) F1-Score (↑)

Apple 283/283 1 1 1 285/283 0.993 1 0.996
Plum 642/745 0.973 0.812 0.885 572/745 0.989 0.759 0.859
Lemon 321/326 0.993 0.963 0.978 312/326 1 0.957 0.978
Pear 237/250 1 0.944 0.971 252/250 0.992 1 0.996
Peach 148/152 1 0.973 0.987 153/152 0.993 1 0.996
Mango 929/1150 0.978 0.788 0.873 649/1150 0.988 0.557 0.713

FruitNeRF++
SAM Mask Detic Mask

Fruit Type Count Precision (↑) Recall (↑) F1-Score (↑) Count Precision (↑) Recall (↑) F1-Score (↑)

Apple 283/283 0.996 0.996 0.996 284/283 0.996 1 0.998
Plum 254/745 1 0.341 0.509 137/745 1 0.184 0.311
Lemon 307/326 0.997 0.938 0.967 274/326 0.993 0.834 0.907
Pear 236/250 0.995 0.94 0.967 233/250 1 0.932 0.965
Peach 152/152 0.993 0.993 0.993 150/152 0.987 0.974 0.98
Mango 457/1150 0.987 0.392 0.561 324/1150 0.997 0.281 0.438

another clustering step, based on a fruit-specific template.
However, a drawback of this method is that both stages
(DBSCAN [46] and agglomerative clustering [47]) require
several hyper-parameters, which heavily influence the results,
making the approach impractical for a multi-fruit counting
approach. In FruitNeRF++, we replace this procedure with
a simpler clustering approach that is divided into spatial
partitioning and multi-modal clustering.

1) Spatial Partitioning: Spatial partitioning uses 𝑘-Means
[47] to divide the existing Euclidean fruit point cloud into
𝑆 different partitions with similar point cloud size. The
value of 𝑆 is arbitrarily selected and simply aims to reduce
the number of points in the multi-feature clustering step,
enhancing computational efficiency.

2) Multi-Modal Clustering: The multi-feature clustering is
applied to all 𝑆 partitions independently. For each 𝑆, we cluster
the point cloud using HDBSCAN [48] with a custom distance
metric composed of an Euclidean and a cosine distance. That
is, given two points 𝑃𝑘 = (i𝑘 ,x𝑘) and 𝑃𝑙 = (i𝑙 ,x𝑙), our
metric computes the distance as follows:

𝑑𝑘𝑙 = 𝜆𝑐𝑑𝑐 (i𝑘 , i𝑙) + 𝜆𝑒𝑑𝑒 (x𝑘 ,x𝑙) . (9)

Here, i ∈ R𝐷 represents the feature embedding, and x the
3D position. 𝑑𝑐 is defined as the cosine distance: 𝑑𝑐 (a, b) =
1 − ⟨a,b⟩

∥a∥ ∥b∥ which measures the distance between two feature
vectors and is weighted by 𝜆𝑐 = 1. The Euclidean distance
𝑑𝑒 between two points is weighted by 𝜆𝑒 = 5. A detailed
evaluation of feasible 𝜆𝑒 is provided in Sec. V.

V. Evaluation and Results
We evaluate FruitNeRF++ on our synthetic dataset. We

used the same parameters for all experiments with an instance
embedding dimension of 𝐷 = 32, a temperature of 𝜏 = 0.2
and 𝜆𝑐 = 1 and 𝜆𝑒 = 1. In Tab. II the results show that our

approach outperforms FruitNeRF on most fruit types. Overall,
FruitNeRF++ with ground truth masks achieve an average
F1-score of 0.925 compared to Grounded-SAM-generated
masks at 0.832 and Detic masks at 0.776.

Secondly, we evaluate the impact of different feature
embedding sizes 𝐷, which define the space that encodes
the fruit identity. In this experiment we sweep from 𝐷 = 1
to 𝐷=256, set the temperature to 𝜏=0.2 and the weighting
parameters to 𝜆𝑒=0 and 𝜆𝑐 =1. In Fig. 5 on the left the results
for all three fruits are visualized. It can be seen that increasing
the feature dimension leads to an increase in F1-Score as
more fruit identities can be encoded. For apples, the F1-Score
converges to 1 at 𝐷=16, whereas for plums and mangoes the
maximum is reached with a larger feature embedding size.
The poor result for mangoes can be attributed to the large
amount of fruits and high occlusions inside the tree.

Our next experiment looks at the contrastive loss func-
tion and its temperature parameter 𝜏. A lower temperature
increases the penalty on the hardest negatives, leading to
more separation between local structures [49] and causes the
loss to concentrate on points in its vicinity. In contrast, a
higher (e.g. 𝜏→+∞) temperature reduces sensitivity to hard
negatives and gives all negative points the same magnitude
of penalties. A feasible 𝜏 aims for a reasonable distribution
which is locally clustered and globally separated. From Fig.
5, center, it is evident that the feasible region is between 0.1
and 0.3 and peaks at 0.2. In the edge cases, the clustering is
not able to properly separate the instance embeddings.

To investigate our custom clustering metric (Fig. 5, right),
we fixed 𝜆𝑐 = 1 and varied 𝜆𝑒 from 0 to 10. The case 𝜆𝑒=∞
indicates 𝜆𝑐 = 0 and 𝜆𝑒 = 1. The clustering performance
with only cosine distance is limited, yet increasing rapidly
when combined with the Euclidean component. Removing the
cosine component similarly results in a drop in performance.
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Fig. 5: Counting result on variation of the embedding size 𝐷 is depicted on the left. Temperature is set to 𝜏 = 0.2. 𝜆𝑒 = 0 and 𝜆𝑐 = 1 to
show the impact of the embedding size only. In the middle the sweep over temperature 𝜏 is shown. Here we set 𝜆𝑒 = 1 and 𝜆𝑐 = 1. On
the right shows the cluster performance via parameter sweep over 𝜆𝑒 while setting 𝜆𝑐 = 1. The red area describes the feasible area for
parameters 𝐷 and 𝜏.

The minor contribution of feature embeddings to the clustering
results (e.g. for apple) can be can be attributed to the fact
that for synthetic data clustered fruits occur rarely and thus
the main separation can be done in Euclidean space.

For the FUJI dataset, our method FruitNeRF++ obtains
an F1-Score of 0.765 using instance masks generated by
Grounded-SAM, an embedding size of 𝐷 = 32, temperature
𝜏 = 0.35 and 𝜆𝑒 = 5. We sampled 600k points and chose
𝑆 =40 partitions. The results of our generalized multi-fruit
approach compare well to the fruit-specific approach from
Gené-Mola et al. [2] with an F1-Score of 0.881. The results
of our counting algorithm compared to Gené-Mola et al. [2]
can be attributed to the noisy poses and manual registration
of both sides.

VI. Limitations
Our fruit counting method, FruitNeRF++, has limitations.

Training on larger scenes, like the Fuji dataset, takes about
8 hours on an Nvidia A5000 (24GB VRAM), making it
unsuitable for real-time use. The slow convergence of the
instance field accounts for more than half of the training time.
Additionally the results heavily depend on a good coverage of
the tree, and noisy data significantly decreases the correctness
of the implicit field and thus the counting result. This is mainly
due to inaccurate poses, which cause the embeddings of one
fruit to contaminate the neighbouring features. Lastly, the
instance segmentation tends to predict two different instances
if a leaf or branch visually separates a fruit; this causes the
feature embeddings of the two halves to be pulled apart.

As we claim to provide a generalized fruit counting
approach, challenges arise for fruits that grow in clusters,
such as bananas, berries, or dates. Further research is needed
to efficiently estimate cluster sizes and predict accurate cluster
counts.

VII. Conclusion & Outlook
We introduced FruitNeRF++, a novel method to count

fruits from view-inconsistent instance segmentation masks
using neural radiance fields. It encodes the instance identity
of each fruit implicitly in the neural field and allows a simple
clustering approach to obtain a fruit count. Compared to its
predecessor FruitNeRF, our approach is fully agnostic to the
type of fruit, regarding both the neural radiance field and the
clustering. This also applies to any type of object as it does

not need any object shape priors. In an additional experiment
with the Messy Rooms dataset dataset [22] that contains 100
common household objects, we detected 99 objects. For a
visualization visit our project website.

Recent work by Xu et al. [52] introduces a class-agnostic
object counting approach that requires only a class name to es-
timate object counts automatically. However, as this method is
currently designed for single 2D images, extending it to 3D or
multi-view images could be a promising direction, potentially
improving accuracy and robustness in fruit counting.

As a future direction for a NeRF-based counting approach,
it is necessary to reduce the computational complexity. Using
time-series images and incrementally building up the scene
with SLAM [50], Gaussian Splatting [51] or PAgNeRF
[7] could help achieve real-time performance. Additionally,
temporal information could simplify fruit ID association and
further reduce computation time.
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